Multi-Person 3D Human Pose Estimation from Monocular Images
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Overview HG-RCNN Qualitative Results
We propose a top-down multi-person 3D human pose * We modify Mask-RCNN by using an HourGlass MS-COCO
estimation pipeline. head on person-Rols for heatmap regression.
* Sub-linear time complexlity w.r.t. number of people. * Regressed heatmaps are fed to a 3D pose module

* In-the-wild generalizability.
* No use of multi-person 3D pose datasets.

that further estimates the corresponding root-
relative 3D poses.

* Camera relative pose is approximated using weak
perspective projection assumption.

Applications Gaming, AR/VR, Action Recognition,
Sports Analytics

PreviousWorks

 LCRNet/LCRNet++, Rogez et al.

* Single Shot Multi-Person 3D Pose Estimation, Mehta
et al.

* MubyNet, Zanfir et al.
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The Datasets

3D datasets are abundant, but hard to accurately
capture in-the-wild settings. Need to synergize 2D  Use the ratio of sum-of-bone-lengths in 2D and

multi-person datasets and 3D datasets for estimating 3D to estimate the relative depths of poses:
multi-person 3D poses. e

Discussion

* HG-RCNN can be trained without any multi-person
3D pose dataset.
* Modular, yet, end-to-end trainable.

Quantitative Results

Method MuPoTS 3D (PCK) Human3.oM .
L All Annotated Poses | Detected Poses (MPJPE) * Failure Cases:
LCRNet 23.8 62.4 87.7 * High sensitivity to 2D keypoint detection.
Single Shot 635.0 69.8 69.9 : : : . .
[ CRNet4++ 20.6 24.0 61.2 * Approximation fails if pose alignhed to
| ‘ s g XNect 70.4 75.8 63.6 optical axis.
Panoptic MSCOCO Human3.6M HG-RCNN 71.3 75.8 65.2

* Single-person 3D
* Indoor setting

* Multi-person 2D
* In-the-wild

* Multi-person 3D
* Indoor setting

MuPoTS is a multi-person test set. For PCK, the higher the better. For MPJPE, the lower
the better. LCRNet++ and Xnect are parallel works
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